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Abstract 

 

Gradient Descent belongs to the class of optimization algorithms which is used to minimize a function. It is 

by far the most popular optimization strategy used in machine learning & deep learning. It is applied on a 

function obtained as a result of the error while training the model. Hence used to minimize the error. To 

approach this minimum at a faster rate is an important aspect of reducing standard computation time. To do 

the same we explore Homeomorphic Topological Spaces related to our function represented here as a 

topological space & perform gradient descent. 

 

Keywords: Gradient Descent, Convex Optimization, Homeomorphic Transformation, Convergence, 

Homeomorphic Topological Space. 

 

 

1.Introduction 

 

Gradient Descent is usually performed on a Convex Surface. The same surface can be idealized as a 

Topological Space defined under Euclidean topology. One Can perform gradient descent on it and note 

down the steps taken to reach its minimum. As we have the understanding of Topological spaces, we can 

define a map in such a way that the surface will become more convex. Then we will possibly reduce the 

steps of gradient descent that were there in the original surface after mapping. Such a mapping must be 

homeomorphic in order to be one-one & onto, hence the original topological space was mapped to a more 

convex homeomorphic space. In the first part of the paper in Section 2 we have discussed a few 

terminologies we would be working with that includes gradient descent algorithm, homeomorphic 

topological space and inverse function theorem. Section 3 represents the theoretical approach in brief on 

how to reduce the steps of convergence & also verify how it works. While in Section 4 we will apply the 

theoretical approach and see how it goes with different surfaces and maps. Section 5 includes results and 

observations deduced from the examples. Then we have a short discussion on selection of the 

homeomorphic map in Section 6 based on the observations and then finally concluding with a small 

hypothesis in Section 7.  
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2. Preliminaries  

 

2.1. Gradient Descent Algorithm 

 

Gradient descent algorithm is an iterative algorithm to optimize a differentiable function. To optimize is to 

minimize it, thus it will find the local minima of the function. The idea is to iteratively move in the direction 

opposite to the gradient of that function at the current point. Thus it will move in the direction towards the 

minima. 

          –    (   )     represent our gradient descent algorithm for a multivariable function   ,        

and      .   usually manages the step size of the descent
(1-5)

. 

 

2.2. Homeomorphic Topological Space. 

 

A continuous function between topological spaces that has a continuous inverse function is called a 

Homeomorphism. They are the isomorphisms in the category of topological spaces, that is they are the 

mappings that preserve all the topological properties of a given space.  

Two spaces with a homeomorphism between them are called homeomorphic and from a topological point of 

view are the same. 

Definition of Homeomorphism:  

Let (   ) and (    ) be two topological spaces. A function         between two topological spaces is 

homeomorphism if it has the following properties : 

1)    is a bijection (one-one and onto) 

2)   is continuous  

3) the inverse function    is continuous. 

If such a function exists then X and Y are Homeomorphic Topological Spaces
(6-12)

. 

 

2.3. Inverse Function Theorem. 

 

Theorem 2.3.1.  Let   be an open set in     , and let            be continuously differentiable. Suppose 

that       and   (  ) is invertible i.e          .
2
 Then there exists a smaller neighbourhood        

such that f is a homeomorphism onto its image. Furthermore, V may be taken small enough so that    is 

                                                             
2 det is short form of determinant & J_f represents for the Jacobian of function f 
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also continuously differentiable, with its derivative satisfying  (   )    (  )  
   ( )

. Moreover, if   is 

of class   , (k   N ∪ {∞}), then so is     
(13-17)

. 

 

3. Convergence of gradient descent post homeomorphic transformation 

 

3.1 Methodology to approach the minimum faster. 

 

Let          be the surface on which we are performing gradient descent. Let d be the Euclidean 

metric on X. Define a Euclidean topology    on   under euclidean metric  . Then (   ) is a Topological 

Space.  

We assume that the surface X is represented as   *(     )    (   )   (    )    (   )+ where  

          . 

Let there be some           . 

Define a map       as  (     )   ( (     )  (     )  (     )) , where             . 

The idea here about the selection of the map   should be such that we have an improved convergence on 

surface Y. It will be discussed further in section 3. 

Check if           , If true then according to Theorem 2.3.1 clearly   is a homeomorphism. 

So considering   , surface Y will be represented as   *(     )    (   )   (    )    (   )+ 

where            .  

Define a Euclidean topology    on   under euclidean metric  . Then (    ) is a Topological Space. As a 

result (   ) and (    ) are homeomorphic topological spaces perhaps the same.   

Now to find     , we need to find some  (     )    (  (     )   (     )  (     ) ) then        

.This can be done once we have a map defined.  

Perform gradient descent on surface Y and use the inverse map     on the last point obtained from the 

algorithm. Hence one can reach the minimum of surface X faster using this method.  

 

3.2 To verify if the convergence is improved 

 

To perform a gradient descent on a surface we usually choose a random point for the start but to compare if 

the convergence has improved post homeomorphic map we need to have some consistency. 

For the same initially choose a random point    (     ) on the surface X. Perform gradient descent and 

note down the number of iterations to converge. Now map    on surface Y using the map i.e    

  (     ) and now perform gradient descent starting off from point    on surface Y, note down the number 

of iterations required to converge. 

Now one can compare the between the number of steps on surface X to that on surface Y. Check out the 
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results for the same with different surfaces in section 5.  

 

4. Examples to showcase implementation of Section 3 

 

4.1 Example using a simplest convex surface 

 

Let surface X be a paraboloid surface, i.e say   *(     )    (      )   (       )      

  +.Here  (   )       . 

Consider the homeomorphic map  (     )   (      ) , where          Then we have            

   . 

Thus (   ) and (    ) are homeomorphic topological spaces. Where we have just scaled the z component of 

X by a factor of  . Here   *(     )    (      )   (       )    (   )+ where clearly we have 

know that     ( ) and so   *(      )    (      )   (       )      (     )+, Thus 

               z. So we have    (   )      (   ) .  

Note that the     component mapped in   preserves the initial representation of surface X, that is we have 

 (   )      (   ). 

One can now computationally perform the example mentioned above with different values of  . Check out 

Table 1 & Section 5 for interpretations & results.  

Now to find     , as we already know that  (     )   ( (     )  (     )  (     )) where       

     .( We need to find some  (     )    (  (     )   (     )  (     ) ) then        ) .  

For our case we have  (     )   ,  (     )    ,  (     )    . 

 (     )                                   ,   (     )      . 

 (     )                                   ,    (     )      

  (     )                        
 

 
,    (     )  

 

 
 

So   (     )   ( (     )  (     )  (     ))  (     
 
)          (     )   (      

 

 
) .  

Clearly      is a continuous function. One can computationally verify using the inverse map on the final 

point obtained after performing gradient descent on surface Y by comparing it with the final point obtained 

after gradient descent on surface X
3
. If both these points are almost equivalent and at the same time the 

number of steps taken on surface Y are less than that on surface X then we can easily say that our 

homeomorphic map is working. Thus it is proved that the homeomorphic map can be implemented to reduce 

the steps of convergence and hence reduce computation time. Reach out to Table 4 for the same. 

 

Table 1 

                                                             
3 Using the terminologies Surface X and Space X for the same structure as mentioned in the theory in Section 3. 
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1.  (     )  (      ) 

 

2.  (     )  (      ) 

 

3.  (     )  (      ) 

 

All presented together. 

 

The Greyish-White surface represent our Space X while the coloured surface represent for different values of   for 

Space Y. One can clearly see that after implementation of homeomorphic maps we are increasing the convexity of the 

Surface X and the same thing is reducing the number of steps taken to reach the minimum. 

 

4.2 Example to reduce steps on a plane surface with non negative bounds 

 

Let surface X be a Plane surface, i.e say   *(     )    (    )   (    )      +.Here  (   )  

   . 

Consider the homeomorphic map  (     )   (      ) , where          Then we have            

     . For            to be non zero we have already taken care a our plane is having x and y in the domain 

of open interval 0 to 10 and as a result z = x + y can never be 0,              .   

Thus (   ) and (    ) are homeomorphic topological spaces. Here   *(     )    (    )   

(     )    (   )+ where clearly we have know that     ( ) and so   *(      )    (    )   

(     )    (   ) +, Thus                . So we have    (   )  ( (   ))
 

.  

Note that the     component mapped in   preserves the initial representation of surface X, that is we have 

 (   )  ( (   ))
 

. 
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One can now computationally perform the example mentioned above with different values of  . Check out 

Table 2 & 4 for interpretations. For       we did not improve the convergence, while it is improved for 

    . 

Now to find     , as we already know that  (     )   ( (     )  (     )  (     )) where       

     .  

For our case we have  (     )   ,  (     )    ,  (     )    . 

 (     )                                   ,   (     )      . 

 (     )                                   ,    (     )      

  (     )                         
 

 ,       (     )   
 

  

So   (     )   ( (     )  (     )  (     ))  (     
 
 )          (     )   (       

 

 ) . Clearly      

is a continuous function. Using the inverse map we can verify if it converges to the same point on surface X 

by comparing the inverse of the final point on surface/space Y . 

 

Table 2 

4.  (     )  (     
 
 ) 

 

5.  (     )  (     
 
 ) 

 

6.  (     )  (      ) 

 

7.  (     )  (      ) 

 

The Greyish-White surface represent our Space X while the coloured surface represent for different values of  for Space Y. The 
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implementation of a homeomorphic map on such plane surfaces is increasing the curvature of the inclined plane and hence 

reducing the steps taken to descend to its minima i.e point with lowest value on this surface. 

 

4.3 Example to generalize the idea of selection of homeomorphic map  

 

Let surface X be a Convex surface, i.e say   *(     )    (    )   (    )             +.Here 

 (   )           . 

Consider the homeomorphic map  (     )   (           ) , where                  Then 

we have                   . Check for the condition when           , i.e    √ 
 

 

   
 . 

Depending on what z is we should check if the domain of x and y results in z=0. If it doesn’t then we can 

conclude that              .  

In our case             , so       ,     ( √ 
 

 

   
)  . Hence try different values of     such a way that 

the value of x for which               doesn’t lie in the domain of x. 

Thus (   ) and (    ) are homeomorphic topological spaces. Where we have just scaled the z component 

of X by a factor of  . Here   *(     )    (    )   (     )    (   )+ where clearly we have 

know that     ( ) and so   *(           )    (    )   (     )         

(         )              +, Thus                     . So we have    (   )  

( (   ))
 

   (   )    .  

Note that the     component mapped in   preserves the initial representation of surface X, that is we have 

 (   )  ( (   ))
 

   (   )   . 

One can now computationally perform the example mentioned above with different values of   &  . Check 

out Table 3 & 4 for interpretations. For       we did not improve the convergence, while it is 

improved for    . 

Now to find     , as we already know that  (     )   ( (     )  (     )  (     )) where       

     .  

For our case we have  (     )   ,  (     )    ,  (     )         . 

 (     )                                   ,   (     )      . 

 (     )                                   ,    (     )      

  (     )                             
      

 
, as surface X is basically              &      

     
      ) 

 
              (     )  

      ) 

 
       

So   (     )   ( (     )  (     )  (     ))  (          )
 

 
)   

        (     )   (      
      ) 

 
) . Clearly      is a continuous function. Thus use the same to verify the 
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verify the inverse of the final point on surface Y that whether it is equivalent to that of final point on surface 

X 

 

Table 3 

8.  (     )  (        ) 

 

9.  (     )  (           ) 

 

10.  (     )  (           ) 

 

11.  (     )  (         ) 

 

12.  (     )  (           ) 

 

13.  (     )  (             ) 
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14.  (     )  (            ) 

 

15.  (     )  (         ) 

 

16.  (     )  (             ) 

 

17.  (     )  (            ) 

 

The Greyish-White surface represents Space X while the coloured surface represents different homeomorphic maps 

for Space Y. It can be often noticed that few types of map result in two or more local minima at the same time it shows 

reduction in the number of steps , such surfaces are not useful to us. While at the same time we might also increase 

the convexity so much that the actual area of the minima will increase with the homeomorphic map and it will again 

converge with fewer steps , such maps are also of no use.Also the Homeomorphic map which works might change 

depending on the type of our surface X ,However one can always deduce what will work after a few trail runs. 

 

5. Results & Observations 

Table 4 

Sr

.n

o 

   

       

    

 (     )   

Steps 

in X 

Final 

point in 

X 

Steps 

in Y 

Final 

point in Y 

                

   (     )   

Inverse 

of Final 

point in 

Y 

Map 

useful 

wrt X 

1 (      ) 20756 (-3.46e-

18, -

3.46e-18, 

2.40e-35) 

10367 (-3.46e-18, -

3.45e-18, 

4.79e-35) 

(    
 

 
) (-3.46e-18, 

-3.45e-18, 

2.39e-35) 

Yes 

2 (      ) 20756 (-3.46e-

18, -

5174 (-3.42e-18, -

3.46e-18, 

(    
 

 
) (-3.42e-18, 

-3.46e-18, 

Yes 
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3.46e-18, 

2.40e-35) 

9.49e-35) 2.37e-35) 

3 (      ) 20756 (-3.46e-

18, -

3.46e-18, 

2.40e-35) 

3442 (-3.43e-18, -

3.40e-18, 

1.40e-34) 

(    
 

 
) (-3.43e-18, 

-3.40e-18, 

2.33e-35) 

Yes 

4 
(     

 
 ) 

8594 (0.9033, 

0.00031, 

0.90364) 

11147

2 

(0.9032, 

0.00028, 

0.96676) 

(      ) (0.9032, 

0.00028, 

0.90357) 

No 

5 
(     

 
 ) 

8594 (0.90332, 

0.00031, 

0.90364) 

50736 (0.90351, 

0.00050, 

0.95080) 

(      ) (0.90351, 

0.00050, 

0.90402) 

No 

6 (      ) 8594 (0.90332, 

0.00031,0.

90364) 

746 (0.90463, 

0.00162, 

0.82130) 

(     
 
 ) 

(0.90463, 

0.00162, 

0.90625) 

Yes 

7 (      ) 8594 (0.90332, 

0.00031, 

0.90364) 

171 (0.90368, 

0.00067, 

0.73966) 

(     
 
 ) 

(0.90368, 

0.00067, 

0.90436) 

Yes 

8 (        ) 17183 (-1.57079, 

1.85618, -

0.9999) 

5972 (-2.6179, 

1.85618, -

0.24999) 

(       ) 

Last component depends on type 

of surface X  

(-2.6179, 

1.8561, -

0.5000) 

No 

9 (         

  ) 

17183 (-1.57079, 

1.85618, -

0.99999) 

3205 (-1.57079, 

1.85618, -

0.99999) 

 (    
      

 
) 

 

(-1.57079, 

1.85618, -

1.6666) 

Yes 

10 (         

  ) 

17183 (-1.57079, 

1.85618, -

0.99999) 

13989 (-1.57079, 

1.85618, -

4.99999) 

(    
      

 
) 

(-1.57079, 

1.85618, -

0.99999) 

Yes 

11 (         ) 17183 (-1.57079, 

1.85618, -

0.99999) 

4025 (-1.57079, 

1.85618, -

2.9999) 

(    
    

 
) (-1.57079, 

1.85618, -

0.66666) 

Yes 

12 (         

  ) 

17183 (-1.57079, 

1.85618, -

0.99999) 

3406 (-2.22472, 

1.85618, -

0.19055) 

(    
      

 
) 

(-2.22472, 

1.85618, -

0.79370) 

No 

13 (       

      ) 

17183 (-1.57079, 

1.85618, -

0.99999) 

13357 (-3.14159, 

1.85618, 

2.0) 

(    
  

      (
 

    
)  

 ) (-3.14159, 

1.856187, 

2.45e-06) 

No 

14 (          

  ) 

17183 (-1.57079, 

1.85618, -

0.9999) 

2987 (-4.71238, 

1.85618, 

4.92e-14) 

(    
 

      (
 

    
)
 ) (-4.7123, 

1.856187, 

0.62359) 

 

No 

15 (         ) 17183 (-1.5707, 

1.85618, -

2220 (-3.14159, 

1.85618, 

(    
  

          
 ) (-3.1415, 

1.8561, -

No 
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0.9999) 9.55e-13) 

 

4.60e-07) 

 

16 (          

   ) 

17183 (-1.5707, 

1.85618, -

0.9999) 

3584 (-3.52609, 

1.85618, -

0.56249) 

(    
       

 
) (-3.52609, 

1.85618, -

0.29889) 

No 

17 (          

  ) 

17183 (-1.5707, 

1.85618, -

0.9999) 

0 (-4.30027, 

1.85618, -

3.43495) 

(            ) (-4.30027, 

1.85618, 

0.84598) 

 

No 

 

Map-1,2,3 represents section 4.1. It is quite clear from the observations that implementing a map that scales 

the Z-component is a useful approach as it reduces the steps by the scaling factor. 

Map-4,5,6,7 represents section 4.2. It can be observed that for       the steps of convergence are much 

more on surface Y than on X, while for     it seems much more applicable. One must keep in mind that 

they must only use these maps after understanding the domain of the surface, because the inverse of a 

squared z component will only give the positive values and we might have to put some filter in the inverse 

map for the same to avoid problems.  

Map 8 to 17 represents the surface of Section 4.3. It gives us a much better idea about generalising the idea 

of selection of homeomorphic maps i.e the z component must be a function of z itself. However it still 

depends on the type of surface X, in our case it was z=sin(x) which had a specific restricted domain for x 

and y. But the same results would go along with any other similar case as well where the surface is convex 

in its domain of x and y added that the random start point for gradient descent must be around the vicinity of 

the minima as seen sometime it might converge to other minimas of the surface it it existed. The vivid 

observations definitely would let us hypothesize our selection of the homeomorphic map discussed ahead. 

 

6. Discussion on selection of Homeomorphic map 

 

Keeping in note that we begin with  (     )   ( (     )  (     )  (     )), However we did not end 

up using a lot of different types of  u(x,y,z) & v(x,y,z) because it will just change the domain of the surface 

post the homeomorphic transformation & depending on the same it will extend or contract in the euclidean 

plane.Still to explain how it would go assume homeomorphic map of the form  (     )  (       

                   ), where                            Then we can deduce the following: 

1)     will contribute to increasing the domain of x & y respectively by a large factor and as a result the 

surface may extend or reduce in the plane by large amounts.  

2) When    =0 &      , then     will be responsible for scaling the domain of x & y respectively 

and as a result of that the surface will extend or reduce. 
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3) The     will only contribute to the shift of the surface's location. So one can select             as 

per they want to manipulate the domain. 

4) For improving the convergence one can go with the values as           and           and 

focus more on selection of         added that we must have         as per our observations. 

5) However selection of         still depends on the type of surface X, but until it has a convexity and 

it is expected to have only one minima in the domain then one can expect that scaling the z 

component with     or increasing the power of z component with      will effectively improve 

the convergence. 

6) One should keep in mind that the starting point for gradient descent should be in the vicinity of the 

minima.Else there is a possibility that it will converge to another local minima post homeomorphic tr 

More over one can generalize that the mapping of z component in the homeomorphic map should be such 

that it is represented as a function of z i.e  ( ) or a polynomial of z i.e   ( ) for an improved 

convergence.One can also get a slight glance that if the function or the polynomial of z has a term of even 

order then there are high chances that the homeomorphic space would have more than one minima. Also if 

one is concerned about calculation of large numbers resulting from such mapping they can normalize or 

min-max scaling(i.e scale  values between 0 to 1) the values of z of surface X and then take the 

homeomorphic map. Normalizing doesn’t change the distribution of the data hence the structure of the 

surface X will be preserved, it's like a pre-processing step one can take before taking the homeomorphic 

transformation. 

To note that we also have neglected the case for surfaces with more than one minima as our original surface 

on which the gradient descent is performed. Taking homeomorphic transformation for surfaces with more 

than one local minima would increase the chance of the gradient descent algorithm to descend in either of 

those minimas and it is also a tough choice to select the random point in such a scenario. 

 

7. Conclusion 

Gradient descent iteratively converges to the local minima of a given surface. The same surface can be 

idealised as topological space under euclidean topology. By defining a homeomorphic map one can find 

another topological space which is identically the same. We can perform gradient descent on this new 

surface, at the same time reducing the number of steps taken to reach its local minima.So what one can do is 

directly perform gradient descent on the surface obtained from homeomorphic transformation (which ideally 

is supposed to be more convex) and than use the inverse map on the final point obtained in the descent 

which would map back to the minima of our original surface.Thus one can use the same method to 

iteratively converge to the local minima with less number of steps, hence saving the standard computation 

time.  

Along the same lines we have also explored the selection of homeomorphic maps which would result in 
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reduction of steps of gradient descent. We can conclude that it heavily relies on the type of primary surface 

& based on that we can increase it’s convexity by taking a homeomorphic map such a way that the z-

component of the map should be mapped to a function of z i.e  ( ) or either to a Polynomial of z i.e   ( ). 

Also we can conclude that this function or the polynomial of z having an odd order(power) would definitely 

result in a homeomorphic surface having less number of steps required to converge to its minima. 
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Supplementary Content  

 

I have attached a supplementary code file which can recreate the same experiment. However one should 

keep in mind that as I have used a random function to select the starting point for gradient descent, it would 

lead to different results. https://github.com/Science1804/Convergence-of-Gradient-Descent-after-

Homeomorphic-Transformation 
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